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Abstract — This paper evaluates some strategies to 
approximate the performance of dynamic ensembles based on 
NN-rule to the oracle performance. For this purpose, we use a 
multi-objective optimization algorithm, based on Differential 
Evolution, to generate automatically a pool of accurate and 
diverse classifiers in the form of Extreme Learning Machines. 
However, the rule defined for selecting the classifiers depends on 
the quality of the information obtained from regions of 
competence. Thus, we also improve the regions of competence in 
order to avoid noise and create smoother class boundaries. 
Finally, we employ a dynamic ensemble selection method. The 
performance of the proposed method was experimentally 
investigated using 12 benchmark datasets and results of 
comparative analysis are presented. 

Keywords — Dynamic ensembles; oracle; multi-objective 
optimization; differential evolution; extreme learning machine. 

I. INTRODUCTION 
The research field of ensembles of classifiers become very 

popular after the half of the 1990 decade, with many papers 
published on the creation of ensemble methods that provide 
some theoretical insights of why combining different classifiers 
could be interesting. According to Dietterich [1], there are 
three main motivations to combine multiple classifiers, the best 
case, the worst case, and the computational motivations: 

Representational (or best case) motivation: combination of 
multiple classifiers may have a better performance than the 
single best classifier among them. There are many theoretical 
and experimental evidences that it is possible if the classifiers 
in an ensemble make different errors on a query pattern. 

Statistical (or worst case) motivation: it is possible to avoid 
the worst classifier by averaging several classifiers. This 
simple combination was demonstrated to be efficient in many 
applications. There is no guarantee, however, that the ensemble 
will outperform a single classifier. 

Computational motivation: some algorithms perform an 
optimization task in order to learn and suffer from local 
minima. In this case it is a difficult task to find the best 
classifier, and it is often used several (hundreds or even 
thousands) initializations in order to find a presumable optimal 
classifier. Combination of such classifiers showed to stabilize 
and improve the best single classifier result. 

 

One of the most important issues surrounding ensembles of 
classifiers is ensemble selection. Given a pool of classifiers �� � � ���� � � �	
 , the ensemble selection has focused on 
finding the most relevant subset of classifiers �, rather than 
combining all available 	 classifiers, where ��� 
 ���. We can 
perform this task either by static selection, i.e., selecting only 
one ensemble for all query patterns, or by dynamic selection, 
i.e., selecting different ensembles for different query patterns.  

A way to define the upper limit of ensemble selection 
performance is through the concept of oracle. If at least one 
classifier �� � � can correctly classify a given pattern ������, 
then the oracle can correctly classify ������. The objective of 
this work is to use the nature oracle, so we can only select 
those classifiers which might be able to correctly classify a 
given sample. This is accomplished in a dynamic fashion, since 
different patterns might require different ensembles.  

To understand how we can explore the oracle concept to 
improve a Dynamic Ensemble Selection (DES) process, first 
we have to look three basic steps in Fig. 1: (1) generate a 
classifier pool using the training dataset �; (2) produce the 
region of competence by the training dataset �  or an 
independent validation dataset � ; and finally (3) select the 
classifier(s) based on the information extracted from the 
regions of competence. The classifier(s) selected is(are) 
combined to classify the query pattern ������. 

Fig. 1. Dynamic ensemble selection process 

 
Despite the large number of selection methods available in 

the literature, the classifier generation and region of 
competence in DES process have not been given much 
attention. In addition, due to the high computational cost 
usually observed in the dynamic selection solutions, its 
application is often criticized. In fact, the decision as to 
whether or not use dynamic selection is still an open question. 
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This paper is organized as follows: Section II defines terms 
and provides the main concepts of the chosen base classifier 
(Extreme Learning Machines); Section III presents the origins 
of enhanced evolutionary algorithm proposed; Section IV 
shows a brief review of selection methods; Section V describes 
the idea of proposed method; Section VI presents the 
experimental results; Finally, section VII gives some final 
considerations about the main topics covered in this work.  

II. EXTREME LEARNING MACHINES 
There are many types of machine learning classification 

techniques. Artificial Neural Networks (ANNs) [2] are one of 
the most popular employed. This particular type of classifier 
has been extensively used due to its inherent characteristics: 
nonlinearity, high parallelism, robustness, fault and failure 
tolerance, learning ability to handle imprecise information, 
and its capability to generalize well on unseen [3].  

As an important branch of neural network, Extreme 
Learning Machine (ELM), introduced by Huang et al. [4], 
plays an important role in the fields of pattern classification. 
The main characteristic of ELMs is learning without iterative 
training. Let � � ����� ������ � ��� �� � ��� � � ��� ��
 be 
the training dataset, where �� is a �-dimensional input pattern 
and ��  is a � -dimensional target. The training process is 
described briefly as follows.  

Step 1: Randomly assign values to the input weights and 
the hidden neuron biases. 

Step 2: The output weights are analytically determined 
through the generalized inverse operation of the hidden-layer 
matrices, as in (1), where  !  is the input weights, "!  is the 
hidden layers biases, #! is the output weight that connects the !$%  hidden node and output node, &�' �  is the activation 
function, 	  is the number of hidden neurons, and �  is the 
number of distinct input or output data. 

( #!&) !� "!� �!* � �!� ! � ��� ��	!+�                                  (1) 
  
This is equivalent to ,# � �, where 

 

, � -&� �� "�� ��� � &� 	� "	� �	�. / .&� �� "�� ��� � &� 	� "0� ���1230  

 

# �� 4#�5.#	56037and � � 4��5.�	56237 

 
Step 3: Calculate the output weights by # � ,8�, where ,8 is the Moore-Penrose (MP) generalized inverse of ,. 

ELM can reach good generalization performance by 
ensuring two properties of learning: the smallest norm of 
weights besides the smallest squared error within the training 
samples, while the gradient-based algorithms focus on the 
later property only. However, the randomness of weights and 
biases may lead to non-optimal performance.  

The search process of near-optimal ANNs is widely 
explored using Evolutionary Algorithms (EAs) [5]. EAs and 
ANNs are combined to produce a hybrid model with low error 
and high generalization, yielding evolutionary ANNs. While 
there is still no one EA that is universally regarded as better 
than others, Differential Evolution (DE) is considered to have 
some advantages due to its simplicity. 

III. DIFFERENTIAL EVOLUTION 
DE is one of the most powerful stochastic real-parameter 

optimization algorithms of current interest [6, 7]. DE operates 
through similar computational steps as employed by a standard 
EA: initialization, mutation, crossover and selection. Firstly, a 
number of individuals generated uniformly from the whole 
search space form the initial population. For each individual in 
the population (i.e. the target vector), a new individual (i.e. the 
trial vector) is generated through both mutation and crossover. 
The �$% target vector in the 9$% generation of the population is 
denoted as ���9 , and the corresponding trial vector is 
represented by :��9. In the selection step, ���9 will be replaced 
by :��9  if :��9  is better than ���9 . The main two steps (i.e. 
mutation and crossover) are described briefly as follows.  

Mutation: The mutant of ���9  obtained by the mutation 
operation is represented by ;��9. In a basic DE, 

;��< � ����9 = >���?�9 @ ��A�9�                                            (2) 

Note that � B �� B �? B �A. > is a scaling factor. 

 Crossover: :��9 is generated from ;��9 and ���9.  

:!���9 � C;!���9�DE��F�G��!HI� �J 
 ���KL�! � !�F�G�!���9�KMNOLPDQO                (3) 

:!���9  represents the !$%component of :��9 , �F�G��!HI� �J is a 
uniformly distributed random number, ��  is the crossover 
probability, and !�F�G is a randomly chosen index which can 
ensure at least one parameter be copied from ;��9.  

IV. SELECTION METHODS 
Let �� � ���� � � �	
 be a pool composed of 	  classifiers 

and �� � ���� � � �R
  be a pool composed of R  ensembles 
formed from � . Denote the regions of competence by S��� � ST. In DES process, we decide which ensemble from � 
we should nominate for each region S!� ! � ��� �T. Let �U be 
the ensemble with the highest average accuracy amongst the 
ensembles of �  over the whole feature space. Denote by �����S!�  the probability of correct classification by ��  in 
region S!. Let ���!� � � be the ensemble responsible for region S!' The overall probability of correct classification �V can be 
computed by (4), where �)S!* is the probability that an input 
drawn from the distribution of the problem falls in S!. �V � ( �)S!*�V�S!�T!+� � ( �)S!*�����!��S!�T!+�              (4) 

 To maximize �V, we assign ���!� so that 

�)���!��S!* W �)�$�S!*� X$ � �� ?� � �R                             (5) 

 From (4) and (5), we have that 
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�V W ( �)S!*���U�S!�T!+� � ���U�                                     (6) 

Equation (6) shows that selection methods perform equal of 
better than the best ensemble �U , regardless of the way the 
feature space has been partitioned. The only condition is to 
ensure that ���!� is the best among the R ensembles in � for 
region S! . It is worth noting that, basically, the individual-
based measures most often take into account the classifier 
accuracy. However, the measures are conducted in different 
ways. For instance, one may find measures based on pure 
accuracy (overall local accuracy or local class accuracy) [8], 
ranking of classifiers [9], probabilistic information [10,11], 
classifier behavior calculated on output profiles [12-14], and 
oracle information [15,16]. Moreover, we may find measures 
that consider interactions among classifiers, such as diversity 
[17-19], ambiguity [20,21] or other grouping approaches [22]. 

V. PROPOSED METHOD 
Fig. 2 shows the architecture of the proposed approach. 

The training stage generates a pool of classifiers ��� � � ����� � �	
  using the training dataset � . Moreover, a noise 
reduction filter is applied to the validation dataset � to remove 
noise patterns. In the query stage, the local region is computed 
using the patterns of the filtered dataset �Y . We use the 
KNORA-Eliminate [16] to select the dynamic ensemble. 

Fig. 2. Proposed method flowchart 

 
A. Improving Classifiers 

The hybridization of an enhanced DE and ELM was 
performed to build an automatic method capable of seeking a 
pool of ELMs, thereby avoiding difficulties stemming from a 
non automatic trial-and-error search. The enhanced DE was 
executed for <�FZ � �III  generations. We used many 
generations because we wanted to provide enough time for a 
satisfactory fitness level to be achieved for the population. The 
population size used was �� � �?I. With the use of EA, an 
encoding schema and objective function were defined. In 
encoding schema, an individual contains the ELM information 
organized in five parts, as illustrated in Fig. 3. 

Fig. 3. Composition of an individual in ELM optimization 

Feature 
Selection 
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Input  
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The first part of the individual is responsible for the feature 
selection, in order to reduce the complexity of ELMs 
generated. The second part contains information on the hidden 
neurons. We use the minimum number of neurons ���� � �I 
and the maximum number of neurons ��FZ � AI. Having too 
many hidden neurons is analogous to a system of equations 
with more equations than free variables: the system is over 
specified, and incapable of generalization. The third part 
encodes the activation function. We used the Gaussian radial 
basis function, hyperbolic tangent function, sigmoid function, 
sine function, and triangular basis function. The fourth and 
fifth parts correspond to the input weights and hidden biases 
(obtained in the range H@�� �J), respectively.  

The information of each part is decoded to form an ELM. 
After the structure is set, the MP generalized inverse is used to 
analytically calculate the output weights. Finally, the objective 
function is computed. The enhanced DE takes into account 
multiple objectives (instead of using only the training dataset 
error to avoid overfitting [23]). Thus, we adopt the most 
known error functions (in training and validation datasets), 
i.e., the root mean square error (RMSE) and classification 
error (CE), defined respectively in (7) and (8). In (7), � is the 
number of output units, �!�  is the target to pattern �  in the 
output ! , [!�  is the output obtained to the pattern �  in the 
output !  and �  is the number of samples. In (8), V  is the 
number of classes and �� is the number of errors per class. 

SR\�� � ]( ( ��!� @ [!��?�!+���+� � 3�^ �                         (7) 

��� � ( ��V�+�                                                                         (8) 

In the enhanced DE, at each generation 9, the crossover 
probability �� of each individual � is independently generated 
according to a normal distribution of mean _�� and standard 
deviation I' �, as in (9), and then truncated to HI� �J. Denote \�� as the set of all successful crossover probabilities����'s at 
generation 9. The mean _�� is initialized to be I' ` and then 
updated at the end of each generation as in (10), where V is a 
positive constant between I  and �  and ��F� �' �  is the 
traditional arithmetic mean. Similarly, at each generation 9, 
the mutation factor >  of each individual �  is independently 
generated according to a Cauchy distribution with location 
parameter _> and scale parameter I' �, as in (11), and then 
truncated to be � if >� W � or regenerated if >� 
 I. Denote \>  as the set of all successful mutation factors >� 's in 
generation 9 . The location parameter _>  of the Cauchy 
distribution is initialized to be I' ` and then updated at the end 
of each generation as in (12), where ��F�	�' � is the Lehmer 
mean that is calculated as in (13). ��� � �F�G���_��� I' �� (9) _�� � �� @ V� a _�� = V a ��F� �\��� (10) >� � �F�GV��_>� I' �� (11) _> � �� @ V� a _> = V a ��F�	�\>� (12) ��F�	�\>� � ( >?>�\> ( >>�\>b   (13) 
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In DE, recently explored inferior solutions, when 
compared to the current population, can provide additional 
information about the promising progress direction. Thus, 
denote   as the set of archived inferior solutions and � as the 
current population. The mutant vector, in enhanced DE,  ;��9 
is generated as in (14), where  ���9 , ��!�9�c&  and ����9  are 
selected from � , while ��?�9  is randomly chosen from the 
union, � d  , of the current population and the archive. 

;��9 � ���9 = >� e�!�9�c& @ ���9f = >�)����9 @ ��?�9*         (14) 

In (14), �!�9�c& is randomly chosen as one of the individuals 
in Pareto front. The concept of Pareto dominance and Pareto 
optimality are fundamental in multi-objective optimization, 
with Pareto dominance forming the basis of solution quality. 
Given the objective vectors g�� g? � �� , then g� dominates g? , denoted as g� h g?  if ��� 
 �?��X� � ��� � ��
  and ��! i �?!��j!� � ��� � ��
. The Pareto front denoted by kU is 
the set of individuals kU � �k!U�k!U h k�� Xk� � k
. 

Finally, the selection operation of enhanced DE selects the 
best from the parent vector ���9  and the trial vector :��9 
according to their objective functions &�' �. For example, the 
member for the next generation, at 9 � 9� = ��, is described 
as in (15). The parent solutions that fail in the selection 
process are added to the archive. If the archive size exceeds a 
threshold, say ��, then some solutions are randomly removed 
from the archive to keep the archive size at ��. 

���98� � C:��9����&�&�:��9�� h &����9�����9�� l$%��m�n�                                 (15) 

B. Improving Regions of Competence 
Although DES methods can usually achieve better 

classification performance than the single best classifier 
among them, it has been showed that there is still a large 
performance gap between DES and the oracle [24]. The 
current DES systems end up selecting the wrong classifiers 
when there are noise patterns near the query pattern. Based on 
this, we propose two techniques that remove samples that are 
considered noise, as shows the flowchart in Fig. 4. The first 
technique use the oracle concept, i.e., if all classifiers from � 
misclassify �� , then ��  is a noise. The second technique is 
based on the majority vote concept, i.e., if the majority vote of 
all classifiers from � misclassify ��, then �� is a noise. 

Fig. 4. Improving regions of competence flowchart 

 

VI. EXPERIMENTS AND RESULTS 
For evaluating our method, the experiments were 

conducted using �? benchmarks classification tasks found in 
the UCI Machine Learning Repository [25]. These tasks 
present different degrees of difficulties and different number of 
examples, attributes and classes, as summarized in Table I. All 
inputs (patterns) have been normalized into the range [I� �], 
while the outputs (targets) have been normalized into [@�� �]. 
Each task was randomly divided into `Io for training, ?`o 
for validation and ?`o  for test. The experiments were 
executed with a AI-dimension search space. 

TABLE I.  SPECIFICATION OF THE TASKS USED IN THE EXPERIMENTS 

Task 
Number of 

Examples Attributes Classes 

Abalone 4177 8 3 
Cancer 699 9 2 

Car 1728 6 4 
Diabetes 694 8 2 

Ecoli 336 7 8 
Glass 214 9 6 
Page 5473 10 5 

Pendigits 10992 16 10 
Sat 6435 36 6 

Vehicle 846 18 3 
Waveforms 5000 40 3 

Yeast 1484 8 10 
 

Table II presents the error rates in percentage, comparing 
the initial pool (before classifier optimization) and final pool 
(after classifier optimization) without improving regions of 
competence. The best results are emphasized in bold, 
according to paired $ -test �p � I' I`��  and the standard 
deviation in brackets. The final pool was statistically better in 
all tasks, except in Glass task (statistically equivalent). 

TABLE II.  ERROR RATES IN IMPROVING CLASSIFIERS 

Task 
Improving Classifiers 
Before After 

Abalone 37.62 (1.53) 33.80 (1.66) 
Cancer 3.93 (1.52) 3.14 (1.01) 

Car 13.77 (2.89) 06.47 (1.76) 
Diabetes 27.15 (3.24) 23.70 (2.52) 

Ecoli 17.50 (4.89) 14.25 (4.25) 
Glass 34.97 (6.86) 33.27 (7.15) 
Page 5.01 (0.66) 4.26 (0.53) 

Pendigits 3.95 (0.63) 2.55 (0.42) 
Sat 15.23 (0.75) 13.24 (0.87) 

Vehicle 25.66 (2.50) 19.92 (2.25) 
Waveforms 20.34 (1.23) 14.57 (0.86) 

Yeast 45.92 (2.37) 40.75 (2.03) 
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Figs. 5 and 6 show the minimum and maximum reduction 
rates obtained in filtered validation dataset �Y , as well the 
original dimensionality in validation dataset �. In an empirical 
analysis, the dynamic selection using �Y presented better 
results with lower error rates. However, the paired $ -test �p � I' I`��showed that there is no statistically significant 
difference. Nevertheless ��Y� i ��� , which contributes in 
decreasing the cost of computing the nearest neighbors in the 
dynamic selection. Reduction rates using the filter based on 
majority vote achieved the biggest absolute reductions 
considering both maximum and minimum values. 

Fig. 5. Reduction rates (in o) using the filter based on oracle concept 

 
Fig. 6. Reduction rates (in o) using the filter based on majority vote  

 
It is important to mention that one of the main problems in 

selection methods based on the NN-rule is the computational 
cost to define the neighborhood of the query pattern. When 
none of the classifiers correctly classifies all the neighbors, the 
neighborhood is reduced and the algorithm computes again. 
This becomes a problem when there are many noise patterns 
in dataset where the regions of competence are computed. The 
algorithm needs to reduce the neighborhood often, which 
increases considerably the computational time.  

To access the accuracy of the proposed method, other 
techniques were used for comparison. Table III presents the 
performance of some traditional ensemble methods, executed 
in Weka 3.6.8: AdaBoost [26] (ADBO), Bagging [27] (BAG), 
and Random Subspace Method [28] (RSM). The parameters 
values were chosen as default from Weka 3.6.8. The best 
results are emphasized in bold, according to the empirical 
analysis, and the standard deviation in brackets. 

TABLE III.  COMPARISON AMONG TRADITIONAL ENSEMBLE METHODS 

Task 

Proposed Method 
Filter Based on Traditional Ensemble Methods 

Oracle Majority 
Vote ADBO BAG RMS 

Abalone 
33.71  
(1.60) 

33.78  
(1.50) 

43.21 
(2.06) 

36.20 
(1.36) 

35.68 
(1.64) 

Cancer 3.16 
(1.00) 

2.99 
(1.16) 

4.77 
(1.44) 

3.96 
(1.41) 

3.81 
(1.31) 

Car 6.30 
(1.73) 

8.45 
(1.99) 

28.97 
(1.98) 

5.36 
(1.11) 

28.19 
(2.90) 

Diabetes 23.60 
(2.33) 

23.06 
(2.46) 

25.20 
(3.00) 

24.97 
(2.59) 

25.53 
(3.16) 

Ecoli 14.33 
(4.47) 

13.53 
(3.49) 

35.87 
(5.09) 

18.29 
(4.59) 

19.84 
(5.67) 

Glass 32.96 
(7.62) 

32.89 
(5.21) 

57.92 
(6.50) 

33.46 
(5.03) 

31.95 
(6.21) 

Page 4.22 
(0.51) 

4.37 
(0.58) 

6.73 
(0.72) 

3.07 
(0.48)

3.43 
(0.55) 

Pendigits 2.37 
(0.42) 

3.84 
(0.38) 

80.11 
(0.66) 

3.29 
(0.44) 

2.78 
(0.35) 

Sat 12.92 
(0.88) 

14.74 
(0.75) 

56.64 
(0.93) 

11.88 
(0.79) 

11.46 
(0.83)

Vehicle 19.97 
(2.18) 

19.89 
(2.31) 

46.08 
(4.27) 

25.72 
(2.46) 

25.35 
(2.10) 

Waveforms 14.72 
(0.81) 

13.78 
(0.88) 

33.94 
(3.84) 

18.86 
(0.99) 

18.19 
(1.13) 

Yeast 40.70 
(2.15)

40.83 
(2.01) 

59.79 
(2.27) 

41.78 
(2.26) 

44.72 
(3.30) 

 

Table III shows that, in an empirical analysis, the proposed 
method have the lowest error rates for most of tasks, q against r  tasks. The paired $ -tests ( p � I' I` ) showed that the 
proposed method was better than ADBO in all tasks. BAG was 
better in four tasks (Car, Page, Pendigits - using the filter based 
on majority vote, and Sat) and equivalent in two tasks (Glass 
and Yeast). RSM was better in three tasks (Page, Pendigits - 
using the filter based on majority vote, and Sat) and equivalent 
in only one task (Glass).  

Table IV presents comparisons among some methods from 
the literature. This type of comparison must be made with 
caution, because the results are obtained with different 
experimental model setups as well as with different learning 
approaches. Thus the boldfaced values indicate the method 
that has the lowest error for each task. In most number of tasks, 
the proposed method achieved one of the best results. 

TABLE IV.  COMPARISON AMONG METHODS FROM LITERATURE 

Task Proposed
Method [11] [22] [29] [30] [31] 

Cancer 2.99 3.30 3.50 - 3.60 3.52 
Diabetes 23.06 - 23.80 23.96 23.13 22.88 

Ecoli 13.53 - - - - 15.38 
Glass 32.89 35.32 - - 31.33 35.73 

Vehicle 19.89 - - 19.80 - 21.82 

VII. FINAL REMARKS 
This work is concerned with the development of a method 

that improve classifiers and regions of competence in DES. 
The method is based on an enhanced DE and techniques that 
remove samples that are considered noise. Through 
experimental results, it was possible to observe that the 
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method reached a good improvement, especially in improving 
classifiers. It is relevant to mention that the evolutionary 
optimization avoids considerable human effort and difficulties 
stemming from a non-automatic trial-and-error search. 
Moreover, the use of techniques that remove samples that are 
considered noise decreased the computational cost, because 
reduced the cost of computing the nearest neighbor rule which 
can be high in some cases. Even for the methods that have a 
fixed neighborhood size and therefore does not need to re-
compute, the use of this approach can still reduce the 
computational cost because the filter eliminates some patterns. 
For this work, we choose ELM as our base classifier but, in 
principle, any other classifier can be used. Furthermore, other 
optimization algorithms could be applied.  
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